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INTRODUCTION

Currently, the supply chain outlines the steps 
necessary to deliver a product or service to the 
end user and it includes suppliers, manufactur-
ers and retailers who distribute the product to the 
end customer [1]. Supply chains include every 
business that comes into contact with a specifi c 
product, including companies that collect and 
deliver parts to the manufacturer. It is a critical 
process because an optimized supply chain leads 
to lower costs and a quick production cycle [2]. 
The design of a supply chain network is a stra-
tegic decision that plays an important role in the 
performance of the supply chain and its competi-
tive advantages. Over time, the network’s design 
decision is also aff ected in other decisions regard-
ing operational and tactical level of the supply 

chain [3]. Proper selection of suppliers, facilities 
and equipment, distribution centres are consid-
ered among the most prominent major decisions 
in the design of the supply chain network. These 
decisions directly or indirectly impact upon other 
decisions within the lower levels of the organi-
zation. Consequently, any changes in them may 
cause increased costs in the entire network [4].

The sustainable supply chain network (SSCN) 
refers to integrating green environmental process-
es into the traditional supply chain. This could in-
clude processes such as product design, material 
selection, manufacturing, production, operation 
and end-of-life management. While the specifi c 
goal of SSCM is often to reduce CO2 emissions, re-
ducing production costs has many tangible benefi ts 
for the organization. As a result of the growing im-
portance of sustainability, it was considered one of 
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the main objectives in designing the supply chain 
network [5-8]. As supply chain system is a multi-
objective system, most of these objectives tend to 
be in conflict [9]. Such examples of these conflict 
objectives are: maximum sustainability in the op-
erating system, maximum utilization of resources, 
minimum lead time and minimum cost. 

Abo-Hamad and Arisha [10] reviewed the 
literature related to applications of optimization 
approaches in the supply chain. GA has been pro-
posed to derive solutions through the optimization 
process for different types of SCM problems. Jau-
har and Pant [11] analyzed around 220 papers that 
applied GA for this purpose. On the other hand, 
particle swarm optimization algorithms have been 
successfully used in various areas of SCND. A 
brief review of this research work is given in [12]. 
In addition, combining this algorithm with other 
algorithms to produce hybrid algorithms has been 
introduced in many research papers; Kuo and Han 
[13], and Soleimani et al. [14].

Despite a lot of research literature being done 
regarding these two algorithms in solving problems 
of SCND, few studies have compared the optimiza-
tion performance between GA and PSO, especially 
the design of sustainable systems under risk disrup-
tions. As such, the aim of this paper is to compare 
computational performance of both PSO and GA 
algorithms in optimizing SCND by minimizing the 
total cost including a carbon tax under some given 
constraints. The performance comparison is based 
on the convergence rate of the algorithm.

The remainder of this paper is structured as 
follows. In section 2, a statement of the problem 
and the background about the modelling process 
to this problem is given. Section 3 presents a brief 
description of the GA and PSO algorithms and 
the comparison between them. Details of the case 
study used to perform the comparison are pre-
sented in section 4. Section 5 includes reporting 
the results of applying the algorithms on SSCND 
as well as a discussion of these results. Finally, in 
section 6, we draw some conclusions and recom-
mendation for future research.

STATEMENT OF THE PROBLEM

Based on Figure 1 the supply chain network 
studied in this paper distributes goods among 
customers from distribution centers. The typical 
manufacturer of a green supply chain encourages 
suppliers to adopt green practices, environmental 
management systems, etc. Then, products, after 
being defective, are returned to the supply chain 
and after examination the recoverable products 
are sent to recovery centers and the remains are 
sent to material customers. In recovery centers, 
after maintaining the products, they are returned 
to distribution centers to be sent to customer 
zones. In this paper we consider a problem of op-
timizing design of the supply chain network in-
volving three main levels including the supplier, 
the manufacturer, and the customer. In order to 
take into consideration the difference in the price 
of the same product in the global marketing, it 
is assumed here that the distribution network 
consists of supplying raw materials from exter-
nal suppliers. This assumption is made based on 
the basis that ensuring product quality, availabil-
ity and affordability for the customers requires 
building adaptable and flexible supply chain net-
works. Thus, the materials that are ordered come 
from numerous suppliers to the assembly systems 
where the final product (the electric motor in our 
case study) will be assembled and then be ready 
for sale wholesale or retail outlets. Further, and to 
meet the requirements of adopting JIT strategy, 
the raw materials entering the assembly system 
are instantaneously replenished. At the time the 
products have been assembled they will be sent 
immediately to the final customer. In doing so, the 
costs related to the storage of raw materials as well 
as the storage of final products will not be taken 
into account. Wholesalers or retailers may con-
sider from the prospected customers. Disruption 
risks of supply chain operations that arising from 
occurring economic crises, poor weather, natural 
or man-made disasters or a combination of any 
other risks, can affect the flows of raw materials 

Fig. 1. The structure of the typical supply chain management system
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or pats from external suppliers. Most managers 
know that all of these unforeseen disruptions can 
wreak havoc on logistic operations, and the goal 
always is reducing the impact of their systems by 
these unexpected disruptions.

To cope with disruption risks, companies in 
their risk management plans usually organize their 
production systems to procure their raw materials 
required to produce the finished products from lo-
cal backup supplier. However, such a plan may be 
costly due to higher price links with a low occur-
rence risk and with shorter lead time [15]. An op-
timization cost model is adopted in this paper for 
simultaneously reducing the cost and risk effects 
in organizations that use a JIT strategy. In addi-
tion, the model considers the rate of CO2 emis-
sion resulting from transportation in the supply 
chain network. Also, in order to satisfy customer 
requirements, the presented optimization model 
takes into account scenarios including orders from 
a set amount of input materials to be shipped by 
both external and local suppliers using differ-
ent transportation modes; waterways, railways, 
roadways and airways [16]. There are a number 
of key criteria that companies take into consider-
ation when selecting suitable mode of transport 
to integrate the raw materials into the production 
system. Among these, the key criteria that have 
been considered in this paper are the lead time, the 
transportation costs, capacity, and CO2 emissions.

SOLUTION PROCEDURES 
AND ALGORITHMS

A solution to the addressed problem is to cre-
ate a sustainable supply chain network design 
(SSCND) under disruption risks that is based on 
the optimization model presented in study of Al-
Zuheri and Vlachos [17] which is an extended ver-
sion of the model presented by El Dabee et al. [15]. 
The optimal network design can be illustrated with 
the help of total costs, involving decision variables: 
the number of external suppliers that are employed 
to supply raw materials to the production system, 
the customer demand for the final product per day, 
critical transportation measurement of raw mate-
rials shipped using transportation mode and the 
quantity of raw material i ordered in each patch re-
quired to produce the final product per week.

The next subsections briefly describe the 
structure and mechanism of the proposed opti-
mization model and also evolutionary algorithms 

(GA and PSO) which is used in a comparison per-
formance to optimize the design sustainable sup-
ply chain network under disruption risks.

The optimization model 

The model used to solve this research prob-
lem which will be used in both algorithms (GA 
& PSO), the parameters, indexes and decision 
variables are detailed in the studies of El Dabee 
et al. [15] and Al-Zuheri and Vlachos [17]. The 
first objective of that model was to minimize the 
total product cost and the risk effect in the supply 
chain system which adopts JIT strategy “CT”. It 
was also set for minimizing the cost of carbon tax 
“Ctax”. So, the ultimate objective has been formu-
lated as follows:

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 =  ∑(𝐶𝐶𝑇𝑇 + 𝐶𝐶𝑇𝑇𝑇𝑇𝑡𝑡)                                                                                                (1) 

�⃗�𝑉 𝑖𝑖 = 𝑤𝑤�⃗�𝑉 𝑖𝑖 + 𝑐𝑐1𝑅𝑅1(𝑙𝑙 𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑇𝑇 − 𝑙𝑙 𝑖𝑖) + 𝑐𝑐2𝑅𝑅2(𝑝𝑝 𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑇𝑇 − 𝑙𝑙 𝑖𝑖)                                                                     (2) 

𝑙𝑙 1 = 𝑙𝑙 𝑖𝑖  + �⃗�𝑉 𝑖𝑖                                                                                                                                   (3) 

𝑙𝑙 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇 = 𝑙𝑙 𝑖𝑖          𝑀𝑀𝑖𝑖 𝑖𝑖(𝑙𝑙 𝑖𝑖) > 𝑖𝑖( 𝑙𝑙 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇)                                                                                           (4) 

 

 𝑝𝑝 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇 = 𝑝𝑝 𝑖𝑖       𝑀𝑀𝑖𝑖 𝑖𝑖(𝑝𝑝 𝑖𝑖) > 𝑖𝑖( 𝑝𝑝 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇)                                                                                          (5) 

 
 
 
 

(1)

The optimization model included calculation of 
different costs. One of these costs is the cost of pur-
chasing materials from various suppliers “CRM”, the 
labors’ cost “CL”, which represents the wages paid to 
workers for performing their duties in any company 
in a time unit. The cost of utilities “CU” is taken into 
consideration as well. The total cost is the sum of six 
main types of costs: Ordering Cost “CO”, Holding 
Cost “CH”, Purchasing Cost “Cp”, Transportation 
Cost “Ctr”, Duties Cost “CD”, Transfer Price Cost 
“TP”. As mentioned above, details about those costs 
in terms of calculations, syntax and semantic, can be 
found in research conducted by El Dabee et al. [15] 
and Al-Zuheri and Vlachos [17].

Genetic algorithms

Genetic algorithms mimic the mechanism of 
genetics and natural selection (survival of the fit-
test) and natural genetics described by Charles 
Darwin [18]. Holland (1975) introduced GA in the 
1960’s and 1970’s as a technique to evolve an op-
timal solution from a population of initial feasible 
solutions available for solving an optimization 
problem. Genetic algorithms are useful and effec-
tive when the research space is large or complex 
or when it is difficult to use traditional research 
methods to solve the problem and this algorithm 
has proven very successful in many fields and its 
use has spread. To produce an optimal generation 
and by repeating the genetic cycle, the quality of 
the offspring will gradually improve. The basic 
stages of the algorithm are shown in Figure 2.
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Particle swarm optimization

This algorithm was developed by Eberhart et al. 
[19]. It was inspired by the social behavior of flocks 
of birds or fish groups as they move from one place 
to another. It simulates the natural behavior of popu-
lation swarms. Actually, within the PSO algorithm 
the optimal solution is searched for by tracing and 
following the current best-looking particles - similar 
to bee and ant behaviors for example.

Actually, within the PSO algorithm the optimal 
solution is searched for by tracing and following the 
current best-looking particles - similar to bee and ant 
behaviors for example. There are many similarities 
between PSO and other evolutionary computation 
techniques, for example “GA”. However, unlike the 
GA algorithm, the PSO does not have evolutionary 
tools such as crossover and mutation. The particles 
fly in the search space where the velocity modula-
tion of these particles is bound to its own velocity 
which is continuously dependent on the behavior of 
the swarm so that the particles have a tendency. The 
best location can be taken by the particle according 
to the following steps:

Step 1 Initialization 

The setting of the velocity of all particles, 
as well as their location, is random and within 
pre-determined rates.

Step 2 Updating of particle velocity

All particle velocities are updated at each 
iteration. The updating process is conducted ac-
cording to the following:

𝑉𝑉𝑉𝑉�⃗ 𝑖𝑖𝑖𝑖 = 𝑤𝑤𝑤𝑤𝑉𝑉𝑉𝑉�⃗ 𝑖𝑖𝑖𝑖 + 𝑐𝑐𝑐𝑐1𝑅𝑅𝑅𝑅1�𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − 𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖� + 

+ 𝑐𝑐𝑐𝑐2𝑅𝑅𝑅𝑅2(�⃗�𝑝𝑝𝑝𝑖𝑖𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − 𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖) 
(2)

Where V⃗i and l⃗i are the velocity and location of 
particle i, respectively. The l⃗i,best and p⃗i,best rep-
resent the location with the “best” objective value 
which is found by particle i and the entire population 
respectively. Also, w is the parameter which controls 
the “flying dynamic” of the particle, when we con-
sider it as a bird. C1 and C2 are factors used to control 
the related weighting of corresponding terms. These 
factors compromise the inevitable trade-off between 
exploitation and exploration. RI and R2 are contin-
ues random variables defined in a range [0, 1]. Hav-
ing these two random variables in the PSO structure 
will enable stochastic searching. After the update 
and to avoid violent random walking, the V⃗i must be 
checked and secured within a predetermined range.

Step 3 Updating of location

With the assumption that there is a unit time in-
terval between successive iterations, the updating 
of all particle locations is based on the following:

Fig. 2. Flow chart of GA
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𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 =  ∑(𝐶𝐶𝑇𝑇 + 𝐶𝐶𝑇𝑇𝑇𝑇𝑡𝑡)                                                                                                (1) 

�⃗�𝑉 𝑖𝑖 = 𝑤𝑤�⃗�𝑉 𝑖𝑖 + 𝑐𝑐1𝑅𝑅1(𝑙𝑙 𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑇𝑇 − 𝑙𝑙 𝑖𝑖) + 𝑐𝑐2𝑅𝑅2(𝑝𝑝 𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑇𝑇 − 𝑙𝑙 𝑖𝑖)                                                                     (2) 

𝑙𝑙 1 = 𝑙𝑙 𝑖𝑖  + �⃗�𝑉 𝑖𝑖                                                                                                                                   (3) 

𝑙𝑙 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇 = 𝑙𝑙 𝑖𝑖          𝑀𝑀𝑖𝑖 𝑖𝑖(𝑙𝑙 𝑖𝑖) > 𝑖𝑖( 𝑙𝑙 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇)                                                                                           (4) 

 

 𝑝𝑝 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇 = 𝑝𝑝 𝑖𝑖       𝑀𝑀𝑖𝑖 𝑖𝑖(𝑝𝑝 𝑖𝑖) > 𝑖𝑖( 𝑝𝑝 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇)                                                                                          (5) 

 
 
 
 

(3)

When the update process has finished, l⃗i should 
be checked and limited within the allowed range.

Step 4 Updating of memory

It has been identified as updating l⃗i,best and  
p⃗i,best if the condition is met. 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 =  ∑(𝐶𝐶𝑇𝑇 + 𝐶𝐶𝑇𝑇𝑇𝑇𝑡𝑡)                                                                                                (1) 

�⃗�𝑉 𝑖𝑖 = 𝑤𝑤�⃗�𝑉 𝑖𝑖 + 𝑐𝑐1𝑅𝑅1(𝑙𝑙 𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑇𝑇 − 𝑙𝑙 𝑖𝑖) + 𝑐𝑐2𝑅𝑅2(𝑝𝑝 𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑇𝑇 − 𝑙𝑙 𝑖𝑖)                                                                     (2) 

𝑙𝑙 1 = 𝑙𝑙 𝑖𝑖  + �⃗�𝑉 𝑖𝑖                                                                                                                                   (3) 

𝑙𝑙 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇 = 𝑙𝑙 𝑖𝑖          𝑀𝑀𝑖𝑖 𝑖𝑖(𝑙𝑙 𝑖𝑖) > 𝑖𝑖( 𝑙𝑙 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇)                                                                                           (4) 

 

 𝑝𝑝 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇 = 𝑝𝑝 𝑖𝑖       𝑀𝑀𝑖𝑖 𝑖𝑖(𝑝𝑝 𝑖𝑖) > 𝑖𝑖( 𝑝𝑝 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇)                                                                                          (5) 

 
 
 
 

(4)

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 =  ∑(𝐶𝐶𝑇𝑇 + 𝐶𝐶𝑇𝑇𝑇𝑇𝑡𝑡)                                                                                                (1) 

�⃗�𝑉 𝑖𝑖 = 𝑤𝑤�⃗�𝑉 𝑖𝑖 + 𝑐𝑐1𝑅𝑅1(𝑙𝑙 𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑇𝑇 − 𝑙𝑙 𝑖𝑖) + 𝑐𝑐2𝑅𝑅2(𝑝𝑝 𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑇𝑇 − 𝑙𝑙 𝑖𝑖)                                                                     (2) 

𝑙𝑙 1 = 𝑙𝑙 𝑖𝑖  + �⃗�𝑉 𝑖𝑖                                                                                                                                   (3) 

𝑙𝑙 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇 = 𝑙𝑙 𝑖𝑖          𝑀𝑀𝑖𝑖 𝑖𝑖(𝑙𝑙 𝑖𝑖) > 𝑖𝑖( 𝑙𝑙 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇)                                                                                           (4) 

 

 𝑝𝑝 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇 = 𝑝𝑝 𝑖𝑖       𝑀𝑀𝑖𝑖 𝑖𝑖(𝑝𝑝 𝑖𝑖) > 𝑖𝑖( 𝑝𝑝 𝑖𝑖,𝐵𝐵𝑏𝑏𝑏𝑏𝑇𝑇)                                                                                          (5) 

 
 
 
 

(5)

Here, f (x⃗) is the objective function that has to 
be maximized.

Step 5 Terminating criteria

The algorithm often uses repetition to execute 
steps (2 to 4) until certain termination conditions 
are met. Termination conditions for PSO can be set 
using one the following criteria: (i) the number of 
iterations reaches a predefined number, and (ii) the 
progress remains unchanged for a certain number of 
iterations. Once terminated, the algorithm then re-
ports that the optimal solution has values of 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 =  ∑(𝐶𝐶𝑇𝑇 + 𝐶𝐶𝑇𝑇𝑇𝑇𝑡𝑡)                                                                                                (1) 
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). Figure 3 illustrates the overall steps 

of PSO. The comparison of the PSO with the GA 
will be explained in the forthcoming section.

Comparison of the PSO Algorithm 
with the genetic algorithms

Most of the development algorithms have two 
main steps. The first step is the random generation 
of the initial population which is required to run 
for subsequent generations. The second step is the 
calculation of the fitness value for each solution 
which depends directly on the “distance” from 
the optimum value. When the requirements are 
met the stoppage of the algorithms’ run occurs, 
otherwise the run will return to the step 2. Based 
on these steps, it was found that the PSO algo-
rithm shares several common points with the GA 
algorithm. Both algorithms start generating ran-
dom clusters. Both have also reliable dependency 
values for the aggregate evaluation. In addition, 
the populations are updated in the two algorithms 
as well as searching for the optimum value using 
random techniques. However as other techniques 
optimize none of them can guarantee a definite 
progress in achieving the optimal solution.

The PSO algorithm does not possess the 
same parameters as genetic algorithms such as 

Fig. 3. The flowchart of the conventional PSO Algorithm (Eberhart and Kennedy, 1995)
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crossover and mutation. The particles within the 
PSO algorithm update themselves by taking ad-
vantage of the internal speed value. The elements 
also have memory which is an important com-
ponent of the algorithm. Within the GAs genetic 
algorithm, the chromosomes share their informa-
tion with each other. Thus, the population moves 
in one population towards the optimal area. With-
in the PSO algorithm only each best group gives 
the information that is important to the rest. Thus, 
these algorithms have a (one-way) mechanism for 
sharing information. Accordingly, the evaluation 
process depends mainly on its search for better 
solutions. All elements within the PSO algorithm 
tend to converge rapidly toward these improved 
solutions, even within small (for the most part) 
local clusters. At this point, we have completed 
this brief comparison of our algorithm with ge-
netic algorithms. A demonstration will follow in 
the next sections using a real case example.

CASE EXAMPLE

As we already stated, the optimization model 
proposed in this paper applied to the decision – 
making of simple assembly process for hollow 
shaft electric motor which was presented in the 
research of El Dabee et al. [15]. The assembly 
process includes multiple and identical operations 
to assemble twenty-five individual parts into the 
finished product (NP = 25). The main components 
of this motor are illustrated in Figure 4.

It is assumed that a production system purchas-
es raw materials in a fixed lot size from eleven dif-
ferent regular external suppliers (NSE = 11). In such 
a JIT system, when needed, raw materials are de-
livered at fixed time intervals and they are sup-
plied by those external suppliers in a limited time. 
The production system intended for the assembly 
of the electric motor includes five processes. In 
order to launch these operations, the company 
has used five workers, each one of them, man-
aging and running one of these operations. The 
daily shift hours Nh is eight hours per day, five 
days per week. The hourly wage per worker CWi, 
was fixed at 14 monetary units (MU/hour). The 
utilities cost CU is assumed to be equal to 10% of 
raw material cost. It is also assumed in this case 
that one or more external suppliers suffer disrup-
tion adversely affecting the production system. 
Seven local backup suppliers (NSLB= 7) could pro-
vide raw materials with a lower risk factor and a 
shorter lead time but with a higher cost. The pro-
duction facility produces 70 units per day. Raw 
materials, in the first instance, are procured from 
regular external suppliers SE. If the flow of goods 
is disrupted from one or more of its regular sup-
pliers, the company resorts to local suppliers (SLB) 
to ensure the continuous flow of raw materials. 
The suppliers lead time directly affects the order, 
so it is imperative to take this into consideration 
when meeting customers’ needs during fixed in-
tervals and at normal times. Any time delay in 
receiving raw materials to the production system 
can initiate many risk factors such as economical, 

Figure 4. Motor - electric with hollow shaft
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legal, operational, social, political and physical, 
and these will directly affect and disrupt the pro-
duction system and all its supply chain processes. 
The end-customer purchases the final product at 
485 MU. The next step is to identify the supply 
chain risks facing the production facility. As we 
previously stated, more on the case example de-
tails can be found, in El Dabee et al. [15].

RESULTS AND ANALYSIS

Tuning GA parameters using DOE approach

GA performance is largely dependent on its 
basic parameters and these are important factors 
in controlling the power of GA. In order to de-
termine the “best” GA parameter combinations to 
be used in the presented GA, a design of experi-
ments (DOE) approach has been conducted. Full 
factorial design has been used with a two level 
four factor design for the tuning of GA param-
eters such as crossover rate (Pc), mutation rate 
(Pm), population size (N) and the number of gen-
erations (Gmax). Table 1 shows the upper and 
lower levels of GA parameters. The GA termina-
tion criterion occurs at a maximum generation 
number which is illustrated in Table 1.

DOE results 

Using a DOE approach and with considerable 
diversity in the parameters of GA which is shown 
in Table 2, sixteen experiments were carried out. 
Each experiment was repeated for 10 runs to con-
firm the credibility of the results. Referring to 
the optimization model introduced by El Dabee 
et al. [15], the decision variables of the problem 
used in the in the experiments are as follows. The 
number of external suppliers used for supplying 
raw materials to the production system (NSE) is 
11. The customer demand for the final product 
per day (dP) is 70 unit/day. The critical transporta-
tion measurement of raw materials shipped using 
transportation mode (tm) is 1, and the quantity of 
raw material i ordered in each patch required to 
produce the final product per week (QM) is 350 
unit/week. The results are summarized in Table 2.

The results presented in Table 2 incorporate 
the best and average fitness function (F.F and F.F 
(Ave)) and the minimum and average total cost 
(CT and CT(Ave)). The results also incorporate 
average value of 10 runs of the convergence gen-
erations (C.G).

Rapid convergence has been noted in ex-
periments 9 and 16 and the best GA solution is 
reached after 179 and 171 generations. These 

Table 1. Upper and lower levels of GA parameters
Level Crossover rate PC Mutation rate PM Population size N Number of generations Gmax

Lower 0.15 0.15 100 1000

Upper 0.7 0.7 300 5000

Table 2. Computational results of the average values of 10 runs of the GA parameters
Exp.
No. Pc Pm N Gmax F.F F.F CT CT (Ave) Average of 

C.G
1 0.15 0.70 100 1000 0.237 0.236 440.503 441.684 258.800
2 0.15 0.70 100 5000 0.237 0.233 440.503 449.159 336.300
3 0.15 0.70 300 1000 0.237 0.236 440.503 441.987 168.600
4 0.15 0.70 300 5000 0.237 0.230 440.503 453.730 210.000
5 0.15 0.15 100 1000 0.237 0.232 440.597 450.811 499.900
6 0.15 0.15 100 5000 0.237 0.232 440.503 450.731 396.400
7 0.15 0.15 300 1000 0.237 0.235 440.503 444.379 270.800
8 0.15 0.15 300 5000 0.237 0.232 440.503 449.784 264.700
9 0.70 0.70 100 1000 0.237 0.237 440.503 440.595 179.400

10 0.70 0.70 100 5000 0.237 0.237 440.503 440.665 430.900
11 0.70 0.70 300 1000 0.237 0.231 440.503 452.748 199.200
12 0.70 0.70 300 5000 0.237 0.237 440.503 440.702 196.600
13 0.70 0.15 100 1000 0.237 0.235 440.503 443.915 187.200
14 0.70 0.15 100 5000 0.237 0.237 440.503 441.193 632.200
15 0.70 0.15 300 1000 0.237 0.236 440.503 442.587 185.100
16 0.70 0.15 300 5000 0.237 0.237 440.503 440.846 171.000
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experiments generate “super” GA solutions at an 
early generation, and they are so superior to other 
GA solutions that they inhibit the full exploration 
of the search space. The minimum fitness function 
value of 0.237 reached in experiment 179 was the 
lowest minimum value in the 16 experiments. It 
is clear from the results shown in Figure 5 that 
the appropriate rates of GA basic parameters that 
can be used to obtain the optimal solution to the 
SSCND problem and algorithms performance 
comparison are: Pc = 0.7, Pm = 0.15, N = 300, 
and Gmax = 5000. At these parameter rates, the 
convergence of fitness function starts after 171 
generations.

Optimization of SSCND and comparisons 
using evolutionary algorithms 

For optimal purposes the design of a sus-
tainable supply chain network investigated in 
this research, and consequently its performance 
comparison and implementations of GA and PSO 
evolutionary algorithms are coded and simulated 
using Java programming software. The specified 
parameters related to the GA and PSO are shown 
in Table 3. The fitness function which is presented 
in equation (1) is used to reflect the goodness of 
each algorithm.

The performance of these two algorithms was 
tested 10 times for each one to obtain the optimum 
solution to the identification problem in this re-
search. The algorithms performance is generated 
while considering the parameters settings of GA 
and PSO algorithms which are listed in Table 3. 
The results are provided in Table 4 which shows 
the characteristics of the best run optimized by 
the two algorithms. The results confirm one of 
the GA’s drawbacks: it has an expensive com-
putational cost. The developed GA reached the 
optimum solution after 223 iterations, while PSO 
achieved this after 126 iterations. It should be not-
ed however that the fitness values are equalized 
but the total cost value of the final product with 
associated risk in JIT systems is highest for PSO. 
The improvement in performance of GA with the 
given fitness function is clearly attributed to the 
result of population diversity caused by adopted 
selection strategy.

Herein, the operators; crossover or mutation 
generates a new offspring which can move in 
different directions in solutions space and con-
sequently enable GA to avoid trapping in local 
optimal areas. As can be shown in Table 4, PSO 
reaches faster towards the optimal solution design 
(126 iterations while GA 223 iterations) but both 
algorithms take the same time (around 48 seconds) 

Figure 5. Minimum and average total cost of 16 experiments. Each experiment run for 10 times

Table 3. Parameters used in GA and PSO
GA Parameters PSO Parameters

Crossover rate (Pc): 0.7 C1, C2 cognitive and social acceleration coefficients:  2.0, 2.0

Mutation rate (Pm):0.15 Wstart, Wend inertia weight coefficients: 0.9, 0.4

Population size (N):300 swarm size (N):300

Maximum generations (Gmax): 1000 Maximum generations (Gmax): 1000
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to determine their results. The PSO algorithm is 
appropriate to a system which is linear, time in-
variant and deterministic. However, supply chain 
networks are considered to be derived from sto-
chastic systems - as detailed before - so none of 
these characteristics are perfectly achieved. The 
following out; Figure 6 is a typical GA and PSO 
simulation in search for an optimizing SSCND. 
Figure 6 shows that PSO could reach the optimal 
solutions faster than GA. However, GA was in a 
regular pattern of significant improvement during 
the search for optimal points. This consistency in 
GA performance is attributed to the three support-
ive operators: selection, crossover and mutation, 
while in the PSO the updating search is only de-
pended on one parameter: velocity change. The 
detailed analysis of the two algorithms, as well 
as the effects of their different parameters cannot 
be explained in detail here due to the restrictions. 
The reader can find an extensive discussion of 
many of these points in the literature. In its ef-
fort to obtain the optimal solution, this algorithm 
relies on simulating the behavior of birds in the 
search for the best food. Therefore, randomness 
exists in any system which depends on this algo-
rithm. This is because the system will consist of a 
random set of random solutions. Based on this be-
ginning, the optimal solution is generated through 
the modernization of generations.

CONCLUSIONS

Consider the current Covid-19 pandemic 
which has had a significant impact on the supply 

Figure 6. Comparison of the steps in the improvement to minimize the to-
tal cost of best solution design to SSCN over GA and PSO generations

chain network of many companies, as well as 
causing ongoing turmoil in the worldwide and 
adverse effects on the global supply chain and the 
possible disruptions to goods supplies. This pa-
per was to answer the question which has raised 
regarding which evolutionary optimization algo-
rithm can be used to design sustainable supply 
chains under such disruption risks. The authors 
compared the performances of two optimiza-
tion techniques: genetic algorithms and particle 
swarm optimization to design a SSCN with the 
risk of disruptions. In this paper a numerical re-
al-life case study was introduced to conduct the 
performance comparison of the algorithms. The 
comparison aimed at analyzing the performance 
to reach an optimal solution with lower cost. Both 
algorithms are based on population search meth-
ods and then the generated population is evolved 
from one generation to the next via a combination 
of deterministic or probabilistic rules. The results 
indicated that the GA is superior to the PSO in 
solving this kind of problem.

Recently, an optimal setting of GA parameters 
has been considered by an increasing number of 
research works although this setting in the PSO has 
not yet been considered. Future research can ex-
plore the possibility of integrating GA into PSO in 
order to enhance the performance of the algorithm. 
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